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       Status of DAQ prototyping 
              (for CDR to TDR)

Tim Gorringe, Dec 11-13,
g-2 collaboration meeting.

●layout, rates, etc
●test stands
●Prototyping - ongoing work
●Prototyping - future work
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       Status of DAQ prototyping – overall layout

Distributed, layered DAQ, using commodity processors GPUs, and MIDAS framework

electronics

accelerator
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       Status of DAQ prototyping – rates, volumes

8 GB/s
~1MB/s ~2-3MB/s

≤ 100 MB/s

≲ 80 MB/s

1-2 PB

≤ 100 MB/s as avalilable

12Hz fills in bunches of 4 fills with 11ms intervals

asynch asynch synch

electronics

accelerator
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       Status of DAQ prototyping for DAQ->TDR
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DAQ prototyping - UCL test stand

Hardware Setup at UCL
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6

Calo station emulator raw spill 

Calo station emulator 
processed hit energies  

Calo station emulator 
processed hit times  

DAQ prototyping - KY test stand



               
Muon g-2

Status of DAQ prototyping – things done

●C5/8B10B control / data transfer between TDC and TRM (development, 
testing)
●IPBus communication between TRM and tracker DAQ (development, 
testing)
●Tracker DAQ (C++ ,IPBus , ROOT) for DAQ<->TRM<->TDC control / readout 
(development, testing)
●Tracker readout redmine project / git repository (setup)
●

●10 GbE data transfer from calo emulator to MIDAS readout frontend (timing 
tests, optimization studies)
●IPBus reads/writes between IPBus emulator and MIDAS readout frontend 
(development, testing)
●GPU-based T, Q method algorithms (integrity tests, timing tests, GPU 
comparisons)
●Tracker readout redmine project / git repository (setup)

●Software control system prototype for synchronous, asynchronous MIDAS 
frontends (development, testing)

●MIDAS event building with large numbers of data fragments (integrity tests, 
rates tests)

Tracker FE

Calo FE

Control 

Event building 
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Name, Muon g-2 CD1 Director's Review, July 23-25 2013

tcp_thread got header
tcp_thread got data 

gpu_thread copying done 
gpu_thread processing done 

MFE starts 
MFE ends 

localhost

tcp_thread got header
tcp_thread got data 

gpu_thread copying done 
gpu_thread processing done 

MFE starts 
MFE ends 

localhost

Kentucky

Cornell

DAQ prototyping – calo readout rate tests
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DAQ prototyping - event building rate tests
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● WFD + AMC13 in mTCA crate readout 

● TDC + TRM + AMC13  in mTCA crate readout

●Control system design, development, interfacing of 
electronics, accelerator, daq signals 

● tracker beam tests, calo beam tests 

● GPU optimization, T/Q algorithm development

●Planning / development  for event displays, data 
monitoring, experiment database
 

DAQ prototyping – near future
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